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1. Introduction

The discrete Heisenberg group H may be described as the set Z3 of all integer triples
endowed with the following multiplication:

(1) (x, y, z) · (u, v, w) = (x + u + yw, y + v, z + w).

This note describes some computational results that were obtained while studying the as-
sociated group of automorphisms Aut(H), [2]. Specifically, we give an explicit description
of a splitting of this group as an extension of GL(2, Z) by Z2. That such a splitting exists
could, in principle, be shown by computing a 2-cocycle for the extension and showing that
it represents 0 in the cohomology group H2(GL(2, Z), Z2) ≈ Z2, where, here, Z2 has the
standard (left)-GL(2, Z)-module structure. However, this computation is no easier than the
direct construction—indeed, it may be substantially harder— and does not appear to be as
useful. We shall also include a proof of the isomorphism H2(GL(2, Z), Z2) ≈ Z2, which is
presumably well known, but the main point of this note is to provide explicit computations
in Aut(H), such as that of the mentioned splitting that may be of use to someone working
with this automorphism group. A useful reference for the cohomology computations is [1].

2. Facts about H

The following computational facts about H can be easily derived from the definition of
multiplication in (1).

1. Proposition. Let x, y, z, u, v, w, n be any integers. Then the multiplication in H satisfies
the following equations:

(a) (x, y, z)−1 = (−x + yz,−y,−z).
(b) (x, y, z) · (u, v, w) · (x, y, z)−1 = (u + yw − zv, v, w).
(c) [(x, y, z), (u, v, w)] = (yw − zv, 0, 0).
(d) In particular, [(0, 1, 0), (0, 0, 1)] = (1, 0, 0).
(e) (i) (x, 0, 0) · (0, y, z) = (x, y, z).

(ii) (0, y, 0) · (0, 0, z) = (yz, y, z).
(iii) (0, 0, z) · (0, y, 0) = (0, y, z).

(f) (i) (1, 0, 0)n = (n, 0, 0).
(ii) (0, 1, 0)n = (0, n, 0).
(iii) (0, 0, 1)n = (0, 0, n). �

It follows immediately from (b) that the center Z[H] coincides with Z× 0× 0 ⊆ Z3 = H
and from (c) that

(2) [H,H] = Z[H].

Therefore, H is nilpotent of nilpotency class two, and the canonical exact sequence
1
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(3) [H,H] � H � Hab

presents H as a central extension of Z2 by Z.
Formulae (d)-(f) show that (0, 1, 0) and (0, 0, 1) generate H. Specifically,

(4) (x, y, z) = [(0, 1, 0), (0, 0, 1)]x · (0, 0, 1)z · (0, 1, 0)y,

for all (x, y, z) ∈ H.

For the next result, we use the non-standard notation n(2) to stand for n(n− 1)/2, for any
integer n.

2. Proposition. For any (x, y, z) ∈ H and any n ∈ Z, we have

(5) (x, y, z)n = (nx + n(2)yz, ny, nz).

Proof. For n ≥ 0, the proof is an easy induction, which we leave to the reader. The case
n = −1 is the statement in Proposition 1 (a). Combining this with the result for positive n
immediately gives the result for negative n. �

The following fact was pointed out to me by K. Brown:

3. Proposition. H may be presented as

(6) < α, β : [α, [α, β]] = 1 = [β, [α, β]] >,

with α (resp., β) corresponding to the generator (0, 1, 0) (resp., (0, 0, 1)).

Proof. Let F be the free group on α and β, let R be the relator subgroup presented in (6),
and let G be the quotient F/R. For w ∈ F , let w denote its image in G.

It follows immediately from the presentation that the canonical exact sequence

(7) [G, G] � G � Gab

is a central extension, that [G, G] is cyclic with generator [α, β], and that the abelian group
Gab is generated by α and β.

By Proposition 1 (c) and equation (2), every pair of elements σ and τ in H satisfy the
relations of the presentation (6), so that there exists a unique homomorphism f : G → H
such that f(α) = σ and f(β) = τ . Let us choose σ and τ to be the generators (0, 1, 0) and
(0, 0, 1), respectively. Then, f is onto. Clearly, f induces a map of exact sequences (7)7→
(3) which is surjective on every term. It follows that [G, G] is infinite cyclic and Gab ≈ Z2.
Therefore, the surjections [G, G] � [H,H] and Gab � Hab induced by f are bijections,
implying, by the 5-lemma, that f is a bijection. �

The following fact is an obvious corollary.

4. Corollary. Let L be any group, and let σ and τ be any elements of L satisfying the two
relations in (6). Then, there is a unique homomorphism h : H → L such that h(0, 1, 0) = σ
and h(0, 0, 1) = τ . �

5. Corollary. Let σ and τ be any elements of H. There exists a unique endomorphism h of
H such that h(0, 1, 0) = σ and h(0, 0, 1) = τ .

Proof. As noted in the proof of Proposition 3, σ and τ satisfy the relations described in (6),
so the result follows from Corollary 4 with L = H. �
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6. Proposition. Let h : H → H be an endomorphism. Then h is an automorphism if and
only if hab is.

Proof. Suppose that hab is an automorphism, and let h′ be the endomorphism of [H,H]
induced by h. Since hab is surjective, there exist σ and τ in H such that h(σ) = (a, 1, 0)
and h(τ) = (b, 0, 1), for some a, b ∈ Z. By Proposition 1 (d), h′([σ, τ ]) = (1, 0, 0), so h′

is surjective, hence bijective. The 5-lemma now implies that h is an automorphism. The
converse is immediate. �

Remark. If h : H → H is an endomorphism and h(0, 1, 0) = (a, b, c), h(0, 0, 1) = (d, e, f),
then the endomorphism hab of Hab has determinant bf − ce. Indeed, using the obvious

identification of Hab with Z2, the standard matrix of hab is just

(
b e
c f

)
.

3. The multiplication in End(H)

To give a reasonably compact formula for the multiplication in End(H), we need to intro-
duce additional notation. For any square matrix M , let |M | denote its determinant and Mij

its entry in the i, jth position. If A and B are 2 × 2 integer matrices, define P (A, B) to be
the ordered pair of integers given by the matrix product

(8)
(
A11A21, A12A22, A12A21

)
·

 B11
(2) B12

(2)

B21
(2) B22

(2)

B11B21 B12B22

 .

Now, according to Corollary 5, any two elements (a, b, c) and (d, e, f) of H uniquely de-
termine an endomorphism of H by the rule h(0, 1, 0) = (a, b, c) and h(0, 0, 1) = (d, e, f).
Therefore, h may be uniquely represented by the pair ((a, d),

(
b e
c f

)
), which we may abbrevi-

ate as (u, U). (Note that we want to make use of u as a row vector, i.e., a 1× 2 matrix.) Let
k be another endomorphism, with corresponding pair (v, V ). We can now state the desired
multiplication formula:

7. Proposition. The composition h ◦ k in End(H) is given by

(9) (u, U) ◦ (v, V ) = (|U |v + uV + P (U, V ), UV ),

where |U |v is the usual scalar product of the vector v, and uV and UV are given by the usual
matrix multiplication.

Proof. Suppose that k(0, 1, 0) = (r, s, t) and k(0, 0, 1) = (x, y, z), so that

(v, V ) = ((r, x),

(
s y
t z

)
).

To compute (u, U) ◦ (v, V ), we use equation (4) to calculate h ◦ k(0, 1, 0) and h ◦ k(0, 0, 1):

h ◦ k(0, 1, 0) = h(r, s, t)

= h([(0, 1, 0), (0, 0, 1)]r(0, 1, 0)t(0, 0, 1)s)

= [(a, b, c), (d, e, f)]r(d, e, f)t(a, b, c)s

= (r(bf − ce), 0, 0)(d, e, f)t(a, b, c)s.
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We now apply Proposition 2, obtaining

h ◦ k(0, 1, 0) = (r(bf − ce), 0, 0) · (td + t(2)ef, te, tf) · (sa + s(2)bc, sb, sc),

= (r(bf − ce), 0, 0) · (sa + td + s(2)bc + t(2)ef + stec, sb + te, sc + tf),

= (r|U |+ sa + td + s(2)bc + t(2)ef + stec, sb + te, sc + tf).

A similar computation applies to h◦k(0, 0, 1), and, together, these yield the desired formula.
�

It is worth listing the following two straightforward computational consequences of Propo-
sition 7:

8. Corollary. For any (u, U), (v, V ) in Aut(H),

(u, U)−1 = (−|U |(uU−1 + P (U,U−1)), U−1),

and

(u, U) ◦ (v, V ) ◦ (u, U)−1 =

(−|V |(uU−1 + P (U,U−1)) + |U |vU−1 + uV U−1 + P (U, V )U−1 + P (UV,U−1), UV U−1).

�

9. Corollary. The center Z[Aut(H)] is trivial.

Proof. Suppose that (v, V ) ∈ Z[Aut(H)]. Then Corollary 8 implies that V ∈ Z[GL(2, Z)],
hence, as is well known, V = ±I. The possibility V = −I can be ruled out by a simple
computation using Corollary 8. For example, suppose V = −I and U = ( 0 −1

1 0 ) . Let us call
this matrix J for short. We first compute P (J, J−1) = P (−J, J−1) = P (J,−I) = (0, 0), so
we get (v, V ) = (v,−I) = (u, J) ◦ (v,−I) ◦ (u, J)−1 = (−2uJ−1 + vJ−1,−I), implying that,
for any choice of v, v − vJ = 2u, for all u, which is clearly impossible.

Therefore, V = I. By a computation similar to the one just done, we can conclude that
v 6= 0 is impossible. �

10. Corollary. The surjection Aut(H) → GL(2, Z) given by h 7→ hab has kernel isomorphic
to Z2. The natural left-GL(2, Z)-module structure on this kernel induced by inner automor-
phisms of Aut(H) is isomorphic to the canonical structure, i.e., the one induced by left matrix
multiplication on column 2-vectors.

Proof. In terms of the notation we introduced, the map h 7→ hab may be identified with the
map (u, U) 7→ U . Therefore, the kernel of this map equals {(u, I) : u ∈ Z2}, which identifies
in the obvious way with Z2 as a set. Using equation (9), it is easy to see that

(u, I) ◦ (v, I) = (u + v, I),

so that the kernel identifies with Z2 as an abelian group.
To compute the action of GL(2, Z) on Z2 corresponding to this, we choose any U ∈

GL(2, Z) and lift it to (0, U) ∈ Aut(H). Using Corollary 8, we get, for any v ∈ Z2,

(0, U) ◦ (v, I) ◦ (0, U)−1 = (|U |vU−1, I).

It will now be convenient to think of v as ranging over M1,2(Z), the additive group of 1×2
integer matrices. We define the group isomorphism τ : M1,2(Z) → M2,1(Z) by

τ(x, y) =

(
−y
x

)
.
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Then, one easily verifies that

τ(|U |vU−1) = U · τ(v),

for every U ∈ GL(2, Z) and v ∈ M1,2(Z). Thus, τ yields the desired left-GL(2, Z)-module
isomorphism. �

4. A splitting of Aut(H) � GL(2, Z)

Equations (8) and (9) suggest that a closed formula for a splitting of the map (u, U) 7→ U
is difficult to define. We shall, instead, proceed by using a presentation of GL(2, Z) and
define a splitting by specifying its values on the generators of the presentation. The task
will then be to verify that these values respect the relations in the presentation.

In [3], Milnor gives the following presentation for the group SL(2, Z):

(10) < x, y : xy−1x = y−1xy−1, (xy−1x)4 = 1 >,

where x and y may be taken to correspond to the elementary matrices(
1 1
0 1

)
and

(
1 0
1 1

)
,

respectively.
Using this, it is easy to check that GL(2, Z) can be given by the presentation

(11) < x, y, z : xy−1x = y−1xy−1, (xy−1x)4 = 1, zxz−1 = x−1, zyz−1 = y−1 >,

where x and y may be taken to correspond to the elementary matrices already described and
z taken to correspond to (

−1 0
0 1

)
.

Let us call these three matrices e12, e21, and r, respectively. We shall find elements E12, E21,
and R in Aut(H) satisfying the relations satisfied by x, y, and z in (11), respectively, such
that

E12 7→ e12

E21 7→ e21

R 7→ r

under the surjection in question. Of course, this last means that E12, E21, and R have the
form (u, e12), (v, e21), and (w, r), respectively, so it remains to describe u, v, w. We shall
set u = w = (0, 1) and v = (1, 0). The rest is now a computational exercise to verify the
relations in (11). We shall give a few details for the reader.

First, set (1, 0) = e1 and use Corollary 8 to compute

E−1
21 = (−e1, e

−1
21 ).

Then, use this and equation (1) twice to compute

E12E
−1
21 E12 = (−e1, e12e

−1
21 e12) = (−e1, e−1

21 e12e
−1
21 ) = E−1

21 E12E
−1
21 .

The second equality follows from the Milnor presentation (10). Therefore, E12 and E21

satisfy the first relation of the Milnor presentation. One verifies easily that e−1
21 e12e

−1
21 = −J ,

where J is as defined the proof of Corollary 9 above, so that the common value in the above
equation can be written as (−e1, −J). Apply equation (9) twice to this value to verify the
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second relation in the Milnor presentation. It remains to verify that our choices satisfy the
two remaining relations in (11), and we leave these to the reader.

It follows that the subgroup of Aut(H) generated by E12, E21, and R projects isomorphi-
cally onto GL(2, Z) via the canonical map. The inverse of this isomorphism is the desired
splitting.

5. Computing H2(GL(2, Z), Z2)

Consider the presentation
< x, y : x4 = 1, y3 = x2 >

of the amalgamated free product Z4∗Z2 Z6. This is also known ([4], p. 81)to be a presentation
of SL(2, Z),where the generators x and y are realized by the 2× 2 integer matrices

α =

(
0 1
−1 0

)
and β =

(
1 1
−1 0

)
, respectively.

It is convenient to note that the matrix γ = α2 = β3 is just

γ =

(
−1 0
0 −1

)
.

We now consider Z2, Z4, and Z6 to be subgroups of SL(2, Z), with generators γ, α, and
β, respectively. We let M denote Z2, endowed with the canonical left-SL(2, Z) module
structure. Thus M inherits the structure of a left-module over Z2, Z4, and Z6, respectively.
We compute the corresponding groups of invariants and co-invariants:

11. Proposition. (a) MZ4 = MZ6 = MZ2 = 0, and (b) MZ4 = Z2, MZ2 = Z2⊕Z2, MZ6 = 0.

Proof. (a) We note that MZ2 = ker(γ−1) = ker
( −2 0

0 −2

)
= 0, which implies all the assertions

of part (a).
(b) If g is a generator of Zn, n = 2, 4, 6, then the group of co-invariants MZn = coker(g−1).

So, we compute

γ − 1 =

(
−2 0
0 −2

)
, α− 1 =

(
−1 1
−1 −1

)
, β =

(
0 1
−1 −1

)
,

which immediately yields (b). �

12. Proposition. (a) H0(SL(2, Z); M) = 0. (b) H1(SL(2, Z); M) = 0.

Proof. (a) H0(SL(2, Z); M) = MSL(2,Z) ⊆ MZ2 = 0.
(b) Use the Mayer-Vietoris sequence for the amalgamated free product Z4 ∗Z2 Z6 =

SL(2, Z) :

(12) 0 = MZ2 = H0(Z2; M) → H1(SL(2, Z); M) → H1(Z4; M)⊕H1(Z6; M)
a→ H1(Z2; M).

It is well known that H1(Zn; M) = MZn , so by Proposition 11, (12) becomes

(13) 0 → H1(SL(2, Z; M) → Z2
a→ Z2 ⊕ Z2,

so it remains to compute the map a. We have the domain of a equal to coker(α − 1), with
the map a : coker(α − 1) → coker(α2 − 1) induced by α + 1 = ( 1 1

−1 1 ) . Now coker(α − 1)
is generated mod (im(α− 1)) by (1, 0) in M , which maps to (1,−1) under α + 1. Clearly,
(1,−1) represents a non-zero class in coker(α2−1) = coker

( −2 0
0 −2

)
. So, a is injective, which

yields (b).
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�

13. Proposition. H2(SL(2, Z) = Z2.

Proof. We again use the Mayer-Vietoris sequence for the amalgamated free product Z4 ∗Z2

Z6 = SL(2, Z), now shifted up one dimension:

0 → Z2
a→ Z2 ⊕ Z2 → H2(SL(2, Z); M) → H2(Z4; M)⊕H2(Z6; M).

As is well known,

H2(Zn; M) = coker(MZn

N→ MZn),

where N denotes the norm map. Since MZn = 0, for n = 2, 4, 6, by Proposition 11, the
Mayer-Vietoris sequence becomes

0 → Z2
a→ Z2 ⊕ Z2 → H2(SL(2, Z); M) → 0,

which implies the proposition. �

14. Proposition. H2(GL(2, Z); M) = Z2.

Proof. We use the Leray-Hirsch-Serre spectral sequence for the exact sequence of groups

SL(2, Z) � GL(2, Z) � Z2,

which has Ep,q
2 -term

Hp(Z2; H
q(SL(2, Z); M))

and converges to H∗(GL(2, Z); M). We need the Ep,q
2 -terms for (p, q) = (0, 2), (1, 1), (2, 0), (2, 1),

and (3, 0).

(a) (p, q) = (0, 2): E0,2
2 = H2(SL(2, Z), M)Z2 = (Z2)

Z2 = Z2, since Aut(Z2) = {1}.
(b) By Proposition 11, the E2-terms for (p, q) = (1, 1), (2, 0), (2, 1) and (3, 0) are 0.

So, E0,2
∞ = E0,2

2 = Z2, and E1,1
∞ = E2,0

∞ = 0, implying the desired result. �

Remark. The rationalization Z2 ⊗ Q = Q2 also receives canonical left SL(2, Z) and left
GL(2, Z) module structures, and it is not difficult to show that the corresponding cohomology
groups H2(SL(2, Z); Q2) and H2(GL(2, Z); Q2) are both trivial (cf. [2]). Thus, any extension
of either of these groups by Q2 is split. In particular, this gives a cohomology proof for the
splitting of the fibrewise rationalization of the group Aut(H)over GL(2, Z). Of course, this
fact also follows directly from the splitting constructed here for Aut(H).
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